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#### Abstract

With the development of AI technology, machine learning technology has been widely used in image recognition and classification. While most applications are for human features, some advances have been made for animals like dogs. Dogs are common animals in the world, and they play important roles in human societies. Thus, there is a wide range of applications for the use of AI in recognizing and classifying dog breeds. In this paper, we propose two fine-tuned pretrained models (InceptionV3 and ResNet50) to classify dog breeds using convolutional neural network (CNN) with transfer learning. We remove the fully connected layers of InceptionV3 and Resnet50, as well as add optimization layers, so that it is robust and can prevent over-reliance on the classification. The experimental result shows that the fine-tuned InceptionV3 can achieve $89.3 \%$ accuracy on the classification of 120 dog breeds, while the fine-tuned ResNet50 can achieve $80.1 \%$ accuracy.


## 1. Introduction

Dogs are ubiquitous animals in human society. According to Fédération Cynologique Internationale (FCI) statistics, there are now 368 officially recognized dog breeds worldwide. Due to the massive number of dogs, the identification and classification of dogs have become very important. The classification of dog breeds plays an essential role in breeding, controlling diseases such as rabies, vaccine development, and customs clearance for pets. However, human beings are very inadequate in recognizing the types of animals, including the breeds of dogs.

Many techniques have been applied in classifying dog breeds. Traditionally, dog breeds can only be well-classified by human experts, but this method is time-consuming, and the number of experts is limited [1]. It has been suggested recently that DNA could be used as an alternative, but this approach is costly and painful for dogs [2]. In 2007, Chanbichitkul et al. [3] proposed a classification method by extracting features of dog faces to construct vectors using both coarse-based classification combined with Principle Component Analysis (PCA)-based classification, and compare these vectors with feature templates in a database of pre-existing breeds. The model achieved a $93 \%$ recognition rate across 35 breeds. Wang et al. [4] proposed a method that extracts the facial features of a dog's facial features to build a 2D model that uses SVM regressor and Histogram Intersection Kernel to map features to corresponding categories based on the model. The method can achieve a $96.5 \%$ accuracy across 133 different dog breeds. This paper will demonstrate how to use deep learning to recognize and classify 120 different dog breeds.

Deep learning is a specific type of machine learning technology. It is an effective way to realize artificial intelligence and technology that enable computer systems to be improved from experience and data. Additionally, it has strong recognition capabilities and flexibility. Deep learning can discover and express structural features of a given problem to significantly enhance classification performance. It also avoids a series of issues about feature extraction in statistical machine learning [5]. At present, there is a large amount of evidence that in the field of computer vision and image recognition, the recognition accuracy of deep learning is higher than that of traditional image processing and statistical machine learning [6]. A convolutional neural network (CNN) is a deep
learning method derived from neural network (NN). In recent years, it has achieved great success in the field of image classification and recognition. Since CNN adopts local connection and weight sharing, it maintains the deep structure of the network, dramatically reducing network parameters so that the model has excellent generalization ability and is easier to train. The problems of network training in NN like vanishing gradient and exploding gradient are solved by CNN [7]. At present, CNN has become one of the research hotspots in many scientific fields. CNN has been widely used in computer vision tasks because it avoids the complex feature extraction of an image and can directly input the original image. It has good adaptability in image recognition and classification, achieving good results in applications in image fields such as handwritten digit recognition and animal classification [8].

The two pretrained CNN models (InceptionV3 and ResNet50) are introduced into dog breed classification in this paper. The rest of the paper is structured as follows: Section 2 contains an explanation of the model as well as the underlying core notion. Then, in Sections 3 and 4, the data study and results are presented. Section 5 concludes with a research summary.

## 2. Model Explanation

### 2.1 Structure of CNN

CNN usually consists of a convolutional layer and a sub-sampling layer alternately forming the front end, and the output part adopts a fully connected (FC) layer structure. Figure 1 shows the architecture of CNN.


Fig. 1 The overall architecture of Convolutional Neural Network (CNN)

### 2.1.1 Convolutional Layer

The main task of the convolutional layer is to perform feature extraction, the operation method is convolution operation, and the connection method is a local connection. The convolutional layer is usually composed of multiple feature maps, and they jointly extract features of the previous layer. The connection weights of neurons in each feature map are the same (weight sharing) [9]. In the feature map, each neuron is connected to a neuron (receptive field) in a specific area of the previous feature plane. The convolution operation process first fills in the input feature maps' boundaries to ensure that the feature detector (also known as convolutional kernel or filter) matches the input pixel size and apply the convolutional kernel to the entire feature map. Then the convolution kernel is slid on top of the entire feature map by a fixed stride to construct a new feature map [10]. The connection relationship of the convolutional layer is expressed as:

$$
x_{i}^{n+1}=f\left(\sum x_{i}^{n} * w_{i}^{n+1}+b_{i}^{n+1}\right)
$$

$x_{i}^{n+1}$ is the output feature of the $(n+1)^{\text {th }}$ layer, $x_{i}^{n}$ is the output feature of the $n^{\text {th }}$ layer, $w_{i}^{n+1}$ is the weight of the $(n+1)^{\text {th }}$ layer, $b_{i}^{n+1}$ is the bias of the $(n+1)^{\text {th }}$ layer, $*$ is convolutional operation, and $f(\cdot)$ is the activation function like sigmoid and relu.

### 2.1.2 Sub-Sampling Layer

The sub-sampling layer is also called a pooling layer or down-sampling. This layer conducts
dimensionality deduction, reducing the number of input parameters and the input image's sensitivity. In the process of convolutional operation in the convolutional layer, multiple feature maps are formed using kernels and to increase dimensionality. Therefore, appropriate dimensionality reduction is required, as otherwise it may cause a dimensionality disaster. The function of the sub-sampling layer is to reduce the dimensionality of the output of the convolutional layer [11]. The neurons on each feature map of the sub-sampling layer are connected to the shared value area of the convolutional layer and the number of feature planes is constant. By mapping the sub-sampling layer to reduce scale, the sub-sampling process can be expressed by:

$$
x_{i}^{n+1}=f\left(\operatorname{pool}\left(x_{i}^{n}\right)+b_{i}^{n+1}\right)
$$

This is like convolutional layer, $x_{i}^{n+1}$ is the output feature of the $(n+1)^{t h}$ layer, $x_{i}^{n}$ is the output feature of the $n^{\text {th }}$ layer, $b_{i}^{n+1}$ is the bias, and pool(.) is sampling function. The process of subsampling layer improves the network's ability to resist distortion such as shift and rotation of the input image.

### 2.1.3 FC Layer

The front end of the CNN is composed of several convolutional layers and sub-sampling layers, and the back-end output part is composed of FC layers. This layer further reduces the dimension of the extracted features and inputs the features into the SoftMax layer.

### 2.2 Transfer Learning

The CNN model has enormous parameters. One hundred thousand or even one million data is required to train an ideal model for a specific task [12]. In recent years, with the continuous deepening of research, pre-training models have appeared. A pre-trained model is a model trained on an extensive data set (like IMageNet) for a specific task. When solving similar tasks, there is no need to have a massive data set to rebuild the model, we can transfer the pre-trained model to our task and fine-tune the model according to the task. This is known as transfer learning.

Classical CNN usually uses convolutional operations to extract image features in the lower layer, followed by FC layers for classification. However, the number of parameters in the FC layers is enormous, and it leads to two barriers: First, the machine configuration for training is stressful and time-consuming, so reducing the training efficiency is required. Second, it can easily cause overfitting, and not satisfy the generalization ability of the networks. Considering these two issues, we adopt 2 strategies in the experiment when transferring to a pretrained network to decrease the amount of parameters and avoid overfitting: Dropout and Global average pooling.


Fig. 2 Standard Neural Network and Dropout network
Dropout means that the hidden nodes in the deep neural network are randomly dropped in some
moments with a certain probability during the training, and the dropped nodes can be considered as temporarily not belonging to the network structure [13]. As shown in Figure 2, the network after Dropout is "thinner" compared with the classical network. The original network has 55 parameters, but the number of parameters reduces to 15 after dropping half of the nodes.

Adding global average pooling layer is another excellent approach to avoid overfitting. Lin [14] proposed an approach to replace FC layers with global average pooling layer, and the experiment shows that global average performs better performance during the training process. As shown in Figure 3, for the convolutional neural network with a FC layer, the output of the feature map corresponding to each set of convolutional kernels is concatenated into the input of the FC layer after using Softmax for multiclassification to obtain the output. For the global level for global average pooling, each feature map is averaged and the average is direct as the input to the Softmax classification corresponding to the output nodes. The global average pooling is used to output only one feature, greatly reducing the parameters while preserving the features.


Fig. 3 FC Layer and Global Average pooling

### 2.3 Pre-trained Models in Experiment

Our fine-tuned models in experiment are based on InceptionV3 and Resnet50.

### 2.3.1 InceptionV3-based Experimental Model

InceptionV3 is a classic pre-training model in transfer learning. Its network starts with 3 convolutional layers and connect 1 sub-sampling layer. Then, 2 convolutional layers are set up, which are connected to 1 sub-sampling layer. Finally, 11 mixed layers are connected. The original model also has a dropout layer, a FC layer, and a Softmax layer [15]. The overall structure of the classic InceptionV3 network structure is shown in Figure 4.


Fig. 4 The overall architecture of InceptionV3
The network structure adopts asymmetric convolution, and it saves a lot of calculation time of parameters on the one and reduces over-fitting. Furthermore, it adds a layer of non-linear extended model expression ability.

The fine-tuned InceptionV3 model proposed in this paper is based on the classic InceptionV3 whose original FC layer is removed, and the parameter optimization layer is added (Dropout and the global average pooling layer). The input of the entire network model is a $299 \times 299$ RGB three-channel
image. After removing the original FC layer, we add a global average pooling layer and a dropout layer with drop rate of 0.2 before using the Softmax function to connect to the output node. The number of output nodes is thus set to 120 (corresponding to the number of breeds of dogs in the dataset). This structure is shown in table 1.

Table 1 Structure of Fine-tuned InceptionV3

| Input (299*299 RGB image) |
| :---: |
| InceptionV3 with removing FC layer |
| Global Average Pool |
| Dropout (0.2) |
| Dense (Softmax) |
| Output: 120 classes |

### 2.3.2 ResNet50-based Experimental Model

Deep residual network (ResNet) is a deep learning network proposed by Kaiming He. It has excellent performance in target detection and image segmentation. The core of the Resnet network structure is residual learning. While the objective function in a conventional network is the mapping of the optimal solution when solving the parameters of each layer [16]. For the rest network, it does not directly match the optimal solution mapping, but matches 1 residual difference mapping. The architecture of residual network is shown in Figure 5.


Fig. 5 The Residual Network Architecture
The modification of our dog breed classification ResNet50 model is similar to the InceptionV3 in section 2.3.1. The fine-tuned ResNet50 proposed in this paper is based on ResNet50 with the original FC layer removed. Moreover, the parameter optimization layer is added, using Dropout and the global average pooling layer. The structure is shown in Table 2. The input of the entire network model is a $299 \times 299$ RGB 3-channel image. After removing the original FC layer, we add a global average pooling layer with a drop rate of 0.2 , and finally use the Softmax function to connect to the output node. The number of output nodes is set to 120 . The table 2 shows the structure.

Table 2 Structure of Fine-tuned Resnet50

| Input (299*299 RGB image) |
| :---: |
| ResNet50 with removing FC layer |
| Global Average Pool |
| Dropout (0.2) |
| Dense (Softmax) |
| Output: 120 classes |

## 3. Data Research

### 3.1 Data Source

The dataset is from "Stanford Dog Dataset"[17]. The dataset includes 120 dog breeds, and there are 20580 images of dogs of different sizes. On average, each breed has $150-240$ images. The example is shown in Figure 6.


Fig. 6 Stanford Dog Images

### 3.2 Dataset Augmentation

We expand the original image dataset by 9 times by the means of image zoom, rotation, horizontal flipping, and shifting... finally reaching up to 185,220 images. Figure 7 shows the process.


- Zoom
- Horizontal Flipping
- Rotation
- Width/Height Shifting



Fig. 7 Dataset Augmentation

### 3.3 Standardization and Resize

The image sizes in this data set are different, so when constructing the graph data set in the experiment, we first standardize the images and then resize the images to 299*299. The process is shown in Figure 2.


Fig. 8 Standardization and Resize

### 3.4 The Structure of Data

After preprocessing, the data set is split into a training set composed of 148176 images and a test set composed of 37044 images at a ratio of 8:2. The data structure of the training set and the test set are the same. Take the train set as an example. The data structure of the train set has 2 parts: firstly, the image data set is a 4 -dimensional array, and the dimensions are 148176, 299, 299, and 3, respectively, representing a total of 148176 RGB 3-channel images with a pixel size of $299 \times 299$. Secondly, the labeled data set consists of a 1-dimensional array, the size of the array is 148176, and each element in the array is a number from 0 to 119 , each of which represents 1 among 120 dog breeds.

## 4. Experiment and Results

### 4.1 Environment

The running environment of this experiment is the Window10 operating system, in which we select Tensorflow + Keras framework using GPU acceleration during the training process.

### 4.2 Configuration

In the forward propagation stage, when a dog's image array is input into the network, several convolutional layers and pooling layers extract features, and the resulting features are input to the Softmax classifier, then the corresponding label is used to calculate the loss function. In the backpropagation stage, the weights and biases are updated by layer-by-layer calculation of the partial derivative of the loss function and network parameters. In the training process, the loss function is continuously minimized to improve the classification accuracy until the loss function converges. In this paper, we select fine-tuned InceptionV3 and fine-tuned ResNet50 to classify the breed of dogs and make comparison. In the training process, the same configuration for models training is used, with the input shape for each model set to 299*299, batch size set to 64, and Epoch is set to 15 . We select SVG as the optimization function with the learning rate of 0.0001 , and the loss function is Cross-Entropy.

### 4.3 Results and Analysis

After experiment, the training accuracy, validation accuracy, training loss and validation loss of 2 fine-tuned models with the training epochs are shown on Figure 9. The final accuracy and loss results are shown on Table 3.


Fig. 9 Accuracy and Loss (ResNet50)
Table 3 Final Experimental Result

| Model | Validation <br> Accuracy | Training <br> Accuracy | Validation <br> Loss | Training <br> Loss | Average Time <br> per 1 epoch <br> (second) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Fine-tuned <br> InceptionV3 | $89.1 \%$ | $86.2 \%$ | 0.39 | 0.48 | 250 |
| Fine-tuned <br> ResNet50 | $80.6 \%$ | $78.3 \%$ | 0.74 | 0.83 | 241 |

In the experiment, we evaluate the model performance by accuracy and loss. The accuracy is the percentage of correctly classified dog images chosen at random. Cross-entropy is used as the loss function in the neural network to show the training performance. The smaller the value, the better the training model performs. Each training compares the predicted value with the actual value through the cross-entropy function and back-propagates to adjust the weight parameters of the FC layer.

It can be illustrated from Model Accuracy of Figure 9 that the accuracy of 2 fine-tuned models increase rapidly in the first 4 epochs. More specifically, the models tend to converge after 4 epochs, leading to a slight increase in the training accuracy and validation accuracy. Upon completing 10 epochs, the validation accuracy of fine-tuned InceptionV3 and fine-tuned ResNet50 can reach 89.1\% and $80.6 \%$ respectively.

From the Model Loss graph, the change in the loss of the models correspond to the change in the accuracy of the models. The loss of the models descends rapidly in the first 4 epochs, but the declination becomes slower after 4 epochs. After finishing 10 epochs, the validation loss of fine-tuned InceptionV3 and fine-tuned ResNet50 are 0.39 and 0.74 respectively.

Upon analyzing the result, the training loss and validation loss of fine-tuned InceptionV3 are smaller, and the convergence effect is better than that of fine-tuned ResNet50. This can be also reflected from the accuracy, the validation accuracy of fine-tuned InceptionV3 is $8.5 \%$ higher compared to fine-tuned ResNet50. The structures of InceptionV3 and ResNet50 are relatively complex, their average time for 1 epoch are 350 s and 355 s respectively.

In Summary, while 2 fine-tuned models performed well in the experiment, the fine-tuned InceptionV3 is better.

### 4.4 Error Samples Analysis

There are still some error samples in the experiment. The reasons for these misidentified breeds are analyzed as follows: First, noises from human faces in some pictures cause the model to have bias in training and prediction. Secondly, some breeds of dogs look very similar, such as Schnauzer and Scottish terriers. To improve upon these defects in the experiment, steps can be taken to increase the number of training samples, as well as preprocess methods such as increasing the accuracy of image segmentation.

## 5. Conclusion

In this work, we have proposed 2 fine-tuned models based on InceptionV3 and ResNet50 using deep learning to classify 120 dog breeds. With applying transfer learning, the model in the experiments retains most of the parameters of the original model, and we fine-tune the pretrained model to significantly reduce the cost of training. The experimental results demonstrate that both finetuned models perform well in classifying dog breeds, with the validation classification accuracy reaching $89.3 \%$ for fine-tuned InceptionV3 and $80.6 \%$ for fine-tuned ResNet50. These CNN models have excellent robustness and prediction accuracy.

Further improvement could be achieved in the image preprocessing methods and dog face segmentation algorithms to build a better dog breed classifier.
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